How will humans treat AI? Or, Human social intelligence meets artificial intelligence

Much of our fears and regulations focus on anticipating how AI may treat human beings, and trying to avoid damaging scenarios. The same is true in AI ethics, which wants to make sure that AI agents remain transparent, trustworthy or benevolent. But how will humans behave if they face an all-benevolent AI? Isn't uncertainty about other's intentions part of what makes us more cautious, and ready to negotiate?

This talk will address these questions, and highlight the importance and challenges of extending theories of human cooperation and social cognition to us interacting with AI.
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